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Despite growing interest in artificial intelligence (AI) in South African education, limited 

research has examined how rural educators perceive and navigate AI integration. This 

study explores educators' perspectives, adaptive strategies, and lived realities in under-

resourced rural schools. Eight educators from Eastern Cape, Limpopo, Mpumalanga, and 

North-West provinces were purposefully selected. Data were collected through written 

responses and semi-structured online interviews, and were analyzed thematically. Ethical 

safeguards included informed consent, pseudonyms, and confidentiality. Findings reveal 

that AI integration is hindered by inadequate digital infrastructure, unreliable 

connectivity, and limited access to devices. Educators also face insufficient digital literacy 

and a lack of professional development, leaving them underprepared for AI-supported 

teaching. Weak institutional support and gaps between policy and practice further 

constrain adoption. Moreover, AI tools often remain linguistically and culturally 

misaligned, reducing learner engagement. Equity and ethical concerns—access, data 

privacy, and algorithmic bias—raise the risk of exacerbating educational inequalities 

rather than reducing them. This study underscores the need for targeted investment in 

digital infrastructure, contextualized teacher training, and inclusive AI design that reflects 

local languages and cultures. The findings extend beyond South Africa, contributing to 

global debates on equitable AI adoption in education across the South.  
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Introduction  

  

The speedy acceptance of artificial intelligence (AI) technologies in education is molding teaching and learning 

globally (Temimi et al., 2025). According to Strielkowski et al. (2025), AI offers a unique potential to personalize 

learning experiences, automate administrative tasks, and provide adaptive feedback. This way, AI encourages 

educational effectiveness and engagement. Universally, according to Hashim et al. (2022), educational systems 

are steering AI-driven tools to customize instruction to varied learner needs, expand access to quality resources, 

and acquire modern-day skills. This universal momentum highlights the transformative aptitude of AI to create 

more dynamic, learner-centred educational settings. However, the integration of AI in education is not even, 

mainly in rural settings where infrastructural, socio-economic, and pedagogical challenges abound (Obuseh et al., 

2025). Djuraev et al. (2025) concur that rural education, with limited resources, inadequate digital access, and 

shortages of educators, experiences unique barriers to leveraging AI’s benefits. Rusca et al. (2023) explain that in 

South Africa, these challenges are intensified by past inequalities, infrastructural deficits, and complex socio-

political contexts. Hence, understanding how rural educators perceive and steer AI integration is essential to 

safeguarding that AI-driven developments do not intensify existing divides but add to more equitable educational 

outcomes. This study explores these dynamics through the lived experiences of educators in four rural South 

African provinces [Eastern Cape, Limpopo, Mpumalanga, and North-West]. It situates the views of these 

educators within broader discourses on educational technology adoption, digital equity, and policy frameworks. 

It highlights important concerns for developing inclusive, context-sensitive AI education strategies that address 

systemic susceptibilities exclusive to rural settings. 

 

This study concerns four predominantly rural South African provinces [Eastern Cape, Limpopo, Mpumalanga, 

and North-West], each representing unique educational landscapes molded by socio-economic and past factors 

impacting technology adoption (Mathinya, 2024). These provinces signify contexts where rural educational 

challenges converge with the emerging opportunities and risks of AI in education. Their selection allows for an 

in-depth exploration of how digital divides manifest and how local educators negotiate AI integration within 

systemic constraints. It highlighted issues of equity, inclusion, and capacity-building. 

 

The Eastern Cape is among the poorest of South Africa’s nine provinces (Ngumbela, 2023). It consists of regions 

that used to be former independent homelands of Ciskei and Transkei under different Xhosa [ethnic group] leaders. 

Many of its rural schools lack adequate infrastructure, such as electricity and internet connectivity. These 

infrastructural deficits hinder the introduction of digital learning tools and exacerbate educational inequalities. 

The region is predominantly Xhosa, but other ethnicities, black and white, also live there. Limpopo is also very 

poor (Nchabeleng, 2025). Major ethnicities are Pedi (northern Sotho), Venda, and Tsonga (also known as 

Shangans). The regional education system is defined by high learner-to-educator ratios, limited digital resources, 

and insufficient educator training in emerging technologies, which jointly impede effective AI integration. 

Mpumalanga, dominated by Ndebeles and then Swatis [Swazis] with other ethnicities in lower scales, blends rural 

and peri-urban contexts (Matimolane & Mathivha, 2025). However, it faces disparities in resource allocation and 

professional development, resulting in uneven capacity among educators to incorporate digital platforms 

meaningfully. North-West, an area consisting mainly of Setswana speakers, an opulent Bophuthatswana homeland 
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before democracy days, thus living in its shadows, scuffles with socio-economic deficiency and intermittent 

network coverage (Mokone, 2023). This province is now among the poorest, and this restricts students’ and 

educators’ access to online AI-enhanced educational resources. 

 

Theoretical Framework 

 

This study builds on Thongprasit and Wannapiroon's (2022) model of AI integration in education, identifying four 

interrelated components crucial for understanding AI adoption in education, particularly within the South African 

rural context. As illustrated in Figure 1, these components work synergistically to influence the successful 

implementation of AI-enhanced learning environments. 

 

The framework encompasses four elements that interact dynamically to shape AI integration outcomes. First, end-

users, including educators and learners, represent the human dimension of AI adoption. This component is 

particularly significant in rural contexts, where key concerns are directed at exclusion and empowerment within 

marginalized communities. The success of AI integration fundamentally depends on how these stakeholders 

engage with and benefit from technological innovations. 

 

 

Figure 1: AI Integration in Education: Four Interrelated Components Frameworks (developed by the author) 

 

Second, digital platforms create the technological mainstay of AI accessibility, serving as the primary conduits 

through which AI tools reach educational settings. However, significant challenges emerge in rural areas, where 

unreliable internet connectivity and a lack of appropriate devices significantly impede meaningful engagement 
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with AI-enhanced learning environments. These infrastructural limitations create barriers that must be addressed 

for effective AI implementation. 

 

Third, the selection and deployment of technologies must be carefully aligned with the contextual realities of rural 

classrooms. The current misalignment between available AI tools and the explicit needs of rural education 

highlights the critical importance of developing locally pertinent and adjustable AI solutions. This component 

emphasizes that technological choices cannot be made in isolation but must respond to the specific requirements 

and constraints of the educational environment. 

 

Fourth, curriculum integration represents the most complex component, as the incorporation of AI into education 

is intensely interconnected with existing curricular structures. The challenge lies in balancing national curriculum 

necessities against the capabilities and potential of AI technologies. This delicate balance is crucial to ensure that 

AI integration enhances rather than disrupts educational goals, and does not worsen prevailing educational 

injustices that already affect rural communities. 

  

As depicted in Figure 1, these four components—end-users, digital platforms, technologies, and curriculum—are 

not independent entities but interconnected elements that collectively determine the success of AI adoption. 

Together, they emphasize the complexity of encouraging meaningful AI integration in education systems shaped 

by diverse curricular, infrastructural, social, and technological dynamics. The framework thus provides a 

comprehensive lens through which to analyze and understand the multifaceted nature of AI implementation in 

rural educational contexts. 

 

Literature Review 

 

Rural educators, particularly in low- and middle-income countries, where developmental leadership remains 

stagnant, struggle with entrenched systemic barriers that compromise the quality and efficacy of their educational 

practices (Ashta et al., 2025; Awashreh, 2025). In South Africa, the heterogeneity of rural contexts spanning vast 

geographic expanses and diverse cultural landscapes highlights a shared reality where educators consistently 

report chronic deficits in institutional support, infrastructural inadequacies, and resource scarcity. Despite these 

constraints, educators and learners show a marked openness to technological innovation, such as generative AI. 

The COVID-19 pandemic, as Al Mulla et al. (2025) argue, catalyzed a rapid and relatively effective uptake of 

digital platforms, accelerating digital literacy and integration. Romaioli (2022) further highlights the 

transformative potential of generative AI in education, highlighting its capacity to personalize content delivery 

and deepen learner engagement. In parallel, Indonesian studies (Aisyah et al., 2023; Nuryadin & Marlina, 2023) 

emphasize AI's role in enabling real-time data-driven decision-making and adaptive curriculum design. However, 

the post-lockdown period has revealed a persistent bottleneck, i.e., the absence of coordinated institutional backing 

(CIB), which Bacolod (2020) identifies as a critical impediment to AI's sustainable and meaningful integration in 

educational ecosystems. Worth noting, embedding AI in rural education aligns directly with Sustainable 

Development Goal 4 (SDG 4), which champions inclusive, equitable, and high-quality education (Heleta & Bagus, 

2021; Raimi et al., 2024; Wang et al., 2025). 
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Slimi and Carballido (2023) conceptualize integrating artificial intelligence (AI) into educational settings as a 

multidimensional innovation capable of enhancing learning outcomes, increasing student engagement, and 

streamlining instructional efficiency. As a transformative technological infrastructure, generative AI intersects 

with critical facets of the teaching and learning continuum, including assessment automation, intelligent grading 

systems, and future-oriented skills development. However, recent reports indicate that approximately 76% of 

educators in the United States abstain from incorporating AI tools into their pedagogical routines (Castro et al., 

2025; Murphy, 2019; Ng et al., 2023). Among those who do, Göçen and Döğer (2025) note that generative AI is 

primarily leveraged for communication, personalized instruction, and lesson design. In Singapore, hesitancy 

persists, with educators expressing uncertainty about the pedagogical value of generative AI due to ambiguous 

institutional oversights (Thilakarathne et al., 2025). Despite these reservations, generative AI presents 

unprecedented opportunities for democratizing access to knowledge, reimagining pedagogical models, and 

tailoring learning experiences to individual needs. Furthermore, it is a disruptive force, challenging legacy systems 

and prompting a reconfiguration of educational structures and practices (Estrellado & Miranda, 2023). To navigate 

this complexity, researchers have proposed various theoretical frameworks. Notably, Thongprasit and 

Wannapiroon (2022) introduced an inclusive model comprising four interdependent dimensions, i.e., end-users 

(educators and learners), digital platforms, intelligent technologies, and curricular alignment. This framework 

highlights generative AI's potential to foster creativity, empower educators, and facilitate responsive, learner-

centered instruction. However, a critical gap remains, i.e., empirical evidence is still sparse regarding the practical 

translation of these theoretical advancements into the lived realities of educators operating in rural and resource-

constrained environments. Bridging this gap is essential for ensuring equitable and sustainable generative AI 

adoption across diverse educational landscapes. 

 

Despite the proliferation of generative AI initiatives in educational settings, the practical implementation of 

generative AI in classroom management and instructional strategies remains challenging, particularly in 

environments constrained by limited information and communication technology (ICT) infrastructure. As digital 

tools and generative AI systems continue to evolve, the systematic documentation of educators' lived experiences 

becomes imperative for ensuring educational innovation's inclusivity, relevance, and sustainability. However, a 

critical, notable gap persists in understanding educators' day-to-day realities and adaptive strategies navigating 

generative AI integration within diverse socio-cultural and infrastructural contexts. This study seeks to address 

this gap by exploring the lived experiences of educators from under-resourced rural regions in South Africa's 

Eastern Cape, Limpopo, Mpumalanga, and North-West provinces. The study explores four interrelated 

dimensions: (i) educators' experiential narratives and reflections on implementing AI-driven instructional 

strategies; (ii) the coping strategies they deploy to mitigate technological and institutional constraints; (iii) their 

insights into the transformative potential of AI in shaping pedagogical effectiveness; and (iv) the underlying 

factors that account for both convergences and divergences in their experiences across different rural contexts. 

 

Topical global studies confirm that AI possesses transformative potential in rural education by addressing 

historical systemic hindrances such as scarcity of resources, shortage of educators, and problems caused by 

language issues. Tripathi et al. (2025) emphasize the ability of AI to create customized learning experiences, 
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flipped virtual classrooms, and natural language processing tools that can conquer disparities caused by geography 

and language. AI can contribute to educational equity between rural and urban areas. However, they highlight that 

challenges caused by infrastructure inadequacies, high costs of implementation, and insufficient educator training 

are substantial obstacles to the sustainable adoption of AI in these contexts. 

 

From a viewpoint of digital equity, scholars (Ciaschi & Barone, 2024; Fiegler-Rudol, 2025; Judijanto et al., 2025) 

believe that access solely to AI tools is deficient. Complete digital equity entails the provision of devices, 

connectivity, skills, empowerment, and institutional support, among others, to enable expressive involvement in 

AI-enhanced learning atmospheres (Canevez et al., 2020; Liu et al., 2024). The unequal distribution of the benefits 

of AI risks intensifying prevailing divides if equity is incorporated in policy and practice. 

 

Critical pedagogy scholars offer an important lens through which to examine AI integration in education 

(Murtiningsih & Sujito, 2024; Yadav, 2025). Gonsalves (2024) and Ncube and Tawanda (2025) concur by 

cautioning that generative AI may challenge practices engrossed in intellectual dialogues, autonomy, and 

democratic involvement. They warn that excessively depending on AI-generated knowledge can weaken 

reflective thinking and critical awareness, which is basic to liberatory education. As a substitute, AI should be a 

tool for supporting active, considerate learning that preserves learner activity and ethical perception. 

 

Kim and Wargo (2025) believe that in rural STEM education contexts, educational leaders are optimistic about 

the capacity of AI to customize instruction for mixed-ability classes, decrease the burdens of administration, and 

open opportunities to advanced learning that is naturally not available in rural schools. However, Kim and Kim 

(2020) and Joseph and Uzondu (2024) consider such opportunities to be dependent on resolving infrastructural 

and professional development deficits. These opportunities require educational leaders to advocate for a culture 

that promotes resources and innovation. In addition, outlines for digital equity progressively promote a system-

level tactic towards AI in education. According to Albannai and Raziq (2025), this approach includes leadership, 

intelligible policies, reliable access, digital capability, and authorized, technology-driven learning experiences that 

address many dimensions outside access alone to accomplish impartial AI integration. 

 

The topical guidelines of the Organisation for Economic Co-operation and Development (OECD, 2023a; 2023b; 

2024) emphasize the potential of AI for impartiality and inclusion by enabling adaptive learning, intelligent 

tutoring, and inclusive support for diverse learners. These would include learners with special needs. However, 

they also feature risks such as biases, privacy, socio-emotional, and technology-enabling impacts that require 

management to thwart reinforcement of inequalities. The United Nations Educational, Scientific, and Cultural 

Organization (UNESCO) emphasizes the capability of AI to modernize teaching and hasten progress towards 

inclusive education goals (Xiao & Bozkurt, 2025). Positioning AI incorporation in rural education within wider 

dialogues on digital impartiality and critical education points to a detailed, contextualized approach. The goal is 

technological adoption and encouraging learner-centred, socially objective educational ecosystems that empower 

sidelined rural educators and learners (Indriyani, 2025). This goal entails strategic infrastructural savings, 

educational empowerment, critical reflection on the educational impacts of AI, and inclusive policy agendas. 
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Collectively, such agendas are those that collectively inspire impartial, sustainable AI-empowered learning 

situations worldwide and in South Africa's rural provinces. 

 

Aim of the Study 

 

This study explores how rural educators in four South African provinces [Eastern Cape, Limpopo, Mpumalanga, 

and North-West] perceive and accomplish the incorporation of AI in education. The study seeks to understand the 

lived experiences of these educators within the broader situation of educational technology adoption, digital 

equity, and policy frameworks, to inform inclusive and context-sensitive AI education strategies that address 

exclusive rural challenges. The research question emerged: How do educators in rural South African provinces 

perceive and navigate the incorporation of AI technologies in education, and what implications do their 

experiences have for developing equitable, context-sensitive AI education strategies? 

 

Method 

Design and Setting 

 

This study employed a qualitative research design to explore the lived experiences and pedagogical insights of 

rural school educators across four economically disadvantaged South African provinces, Eastern Cape, Limpopo, 

Mpumalanga, and North-West, regarding the integration of generative AI-driven teaching strategies in classroom 

settings. An exploratory approach was chosen for its capacity to uncover detailed, context-rich understandings of 

complex phenomena that are often obscured by quantitative methods (Lim, 2025). It enables researchers to explore 

the intersection of technology and pedagogy within the authentic realities of the rural education context. 

 

Sampling 

 

To ensure relevance and depth, the purposive sampling technique was used to identify educators with direct 

experience in applying generative AI tools to facilitate learning (Kayaalp et al., 2025). In addition, extreme 

variation sampling was employed to capture a wide spectrum of perspectives, drawing from educators with diverse 

teaching contexts, technological exposure, and institutional support levels (Rubach & Lazarides, 2025). This 

strategy enhanced the representativeness of the sample by maximizing variation in background variables related 

to the phenomenon under study. The final sample achieved through saturation comprised eight participants, with 

two educators selected from each of the provinces. 

 

Data Collection 

 

All participants were affiliated with schools that had implemented generative AI-related instructional strategies. 

Data collection was conducted through a combination of written reflections and online semi-structured interviews, 

guided by a flexible interview protocol that ensured consistency across cases while allowing for the exploration 

of emergent themes. Participants were invited to share their experiences with generative AI tools, the challenges 

encountered, the coping mechanisms adopted, and their reflections on their role in shaping effective teaching 
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practices.  

 

Informed consent was obtained from all participants prior to data collection. Participants were briefed on the 

study’s objectives, assured of confidentiality, and informed of their right to withdraw at any stage. To protect their 

identities, pseudonyms and participant codes were used in all documentation and reporting. 

 

Data Analysis 

 

Data were analyzed using Thematic Content Analysis (TCA), a well-crafted method for identifying patterns and 

constructing meanings from qualitative data (Ebrahim & Rajab, 2025). This analytical approach facilitated the 

development of core themes that encapsulate the study’s findings. Ethical considerations were rigorously observed 

throughout the research process. 

 

Qualitative Coding and Trustworthiness Procedures 

 

To enrich methodological rigor, the coding process was designed using iterative cycles of transparent, axial, and 

selective coding. This permitted a detailed and orderly investigation of the qualitative data. Preliminary open 

coding entailed stepwise analysis of transcriptions and replications to identify expressive units that apply to 

participants’ experiences with generative AI integration. Clustering codes into wider categories was done at axial 

coding stage to explore relations and enhance developing concepts. Selective coding shaped these categories into 

coherent, principal themes that reproduce the intricate realities of rural educators. Reflexivity was upheld as the 

primary researchers engaged in continuous self-reflection journals and peer debriefings. This was to recognize 

and allay likely partialities connected to their positionality, previous conventions about AI in education, and the 

participants’ socio-economic circumstances. To uphold trustworthiness, credibility was established by prolonging 

interviews and member checking with participants to validate interpretations and clarify ambiguities. The study 

demonstrated dependability by upholding a detailed audit trail recording all phases of data collection and analysis. 

A review of these by an external qualitative research expert was undertaken for consistency. Confirmability was 

upheld by open recording of analytic decisions and impulsive notes. It enabled an audit of the way that data 

reinforced the findings rather than researcher bias. 

 

Sample Size Justification and Sampling Rationale 

 

In disclaiming, the sample size of n = 8 educators may seem inadequate. However, the study involved careful and 

thorough purposive and deviant variation sampling to gather an inclusive range of experiences (Ahmad & Wilkins, 

2024) across four economically disadvantaged rural provinces. According to White and Fletcher (2025), this 

approach safeguards the inclusion of assorted teaching contexts, contrasting levels of access to technology, and 

different institutional supports. As such, it ensures that the sample represents the dynamic veracities of rural 

educators in South Africa. Furthermore, data collection was rolled out until the accomplishment of thematic 

saturation. This indicates that the sample delivered rich, inclusive insights into multiplicative AI integration 

challenges. The qualitative, exploratory design of this study prioritizes depth and contextual insights over scope. 
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It then makes the findings transferable to comparable rural education locations branded by analogous socio-

economic and infrastructural encounters. 

 

Results 

 

he findings of this study are organized thematically to reflect the key challenges and insights shared by rural 

educators across the Eastern Cape, Limpopo, Mpumalanga, and North-West provinces. From the analysis six core 

themes emerged, each highlighting critical dimensions of the educators' experiences with AI-driven teaching 

strategies (see Figure 2). These are discussed below with verbatim responses from each participant. 

 

 

Figure 2. Six Core Themes of AI Integration Challenges in Rural South African Education 

 

Verbatim Responses 

 

Respondents EC1 

“Many communities experience internet connectivity that is either too weak or totally lacking. So, students cannot 

consistently engage online. Government programs that prioritize developing digital skills or offering schools the 

essential technology do not exist. Our digital resources are in English, which excludes learners who speak local 

languages at home.” 

 

Respondent EC2 

“Many teachers do not even have a reliable computer at home to prepare digital lessons, let alone students having 

their own devices. We receive little to no continuous training on how to effectively use technology in the 

classroom; this leaves many educators feeling overwhelmed. When only some students have access to devices, 

the digital divide only worsens, deepening existing inequalities.” 

 

Respondents Lim1 

“In our school, the few computers we have are outdated and barely functioning, which discourages students from 

using them. There is a clear need for professional development focused on digital literacy for educators, but these 

programs are scarce. We must be mindful of protecting students’ data and privacy as we integrate more digital 

tools.” 
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Respondent Lim2 

“Though urban centers enjoy good connectivity, rural areas remain disconnected, limiting equitable access. 

Government policies often exist only on paper; effective implementation to support digital education is lacking. 

Educational platforms rarely consider the cultural context of our learners, which reduces engagement.” 

 

Respondent Mpu1 

“Investments in digital infrastructure have been insufficient and poorly coordinated, leaving many regions 

underserved. Without strong institutional backing, it’s difficult to scale digital education initiatives nationwide. 

Learning material should reflect the diverse cultural backgrounds of our learners for better comprehension.” 

 

Respondents Mpu2 

“Economic challenges make it hard for families to afford devices, and schools don’t have resources to fill the gap. 

Teachers need ongoing support and training, not just one-off workshops, to become confident in using technology. 

We cannot ignore that some students are being left behind, and that raises serious ethical questions about fairness.” 

 

Respondent NW1 

“Limited broadband coverage in our region remains a big hurdle to equitable digital learning. There is a disconnect 

between policymakers and educators, resulting in weak support for digital initiatives. If digital education isn’t 

accessible for all, we risk reinforcing existing social inequalities.” 

 

Respondents NW2 

“Without devices at home, students cannot complete digital assignments or participate fully in online learning. 

Many teachers lack the skills to navigate new digital platforms confidently, which affects teaching quality. We 

must address privacy concerns and establish clear policies to protect learners’ digital rights.” 

 

Themes Generation and Discussion with Verbatim Response 

 

Theme 1: Inadequate Digital Infrastructure and Limited Connectivity 

Across all provinces, respondents consistently highlighted poor internet connectivity and inadequate digital 

infrastructure as critical barriers to AI integration. EC1 and NW1 emphasized that “many communities experience 

either weak or non-existent internet access, severely limiting students’ ability to engage with online learning 

platforms”. Similarly, Mpu1 and Lim2 pointed to “insufficient and poorly coordinated investments in digital 

infrastructure, which have left rural schools technologically underserved”. These infrastructural deficits hinder 

the deployment of generative AI tools and exacerbate existing educational inequalities.  

 

Theme 2: Insufficient Access to Devices and Technology 

Furthermore, limited access to functional devices emerged as a pervasive issue. EC2 and Lim1 reported that “both 

teachers and students often lack reliable computers, with some schools relying on outdated hardware”. Mpu2 and 

NW2 further highlighted “the economic constraints that prevent families from affording personal devices, leaving 

schools unable to bridge the digital divide”. This scarcity of devices restricts participation in AI-enhanced learning 
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and reinforces systemic inequities. 

 

Theme 3: Deficiency in Institutional and Governmental Support 

Respondents also expressed concern over the disconnect between policy and practice. EC1 and Lim2 noted “the 

absence of government programs aimed at equipping schools with essential technologies or developing digital 

competencies among educators”. Mpu1 and NW1 echoed this sentiment, citing “weak institutional backing and 

ineffective policy implementation as major obstacles to scaling digital education initiatives”. The lack of 

coordinated institutional support undermines the sustainability and scalability of generative AI integration in rural 

classrooms.  

 

Theme 4: Substandard Educator Training and Digital Literacy 

The lack of comprehensive and ongoing professional development emerged as a significant barrier to effective 

generative AI integration. EC2 observed, “We receive little to no continuous training on how to effectively use 

technology in the classroom; this leaves many educators feeling overwhelmed.” Mpu1 echoed this concern, 

stating, “Teachers need ongoing support and training, not just one-off workshops, to become confident in using 

technology.” Lim1 added, “There is a clear need for professional development focused on digital literacy for 

educators, but these programs are scarce.” NW2 highlighted the impact of limited digital confidence, noting, 

“many teachers lack the skills to navigate new digital platforms confidently, which affects teaching quality.”  

 

Theme 5: Language and Cultural Relevance Challenges 

Participants emphasized the importance of culturally and linguistically inclusive digital content. Lim2 noted, 

“Educational platforms rarely consider the cultural context of our learners, which reduces engagement,” and 

added, “Our digital resources are in English, which excludes learners who speak local languages at home.” EC1 

reinforced this concern, stating, “Unavailable digital content in home languages of learners restricts full 

understanding.” The absence of localized and culturally embedded digital resources was seen as a barrier to 

expressive and meaningful learning experiences.  

 

Theme 6: Equity and Ethical Worries 

The integration of generative AI in education raises critical concerns about equity and ethics, particularly in under-

resourced settings. Mpu2 warned, “We cannot ignore that some students are being left behind, and that raises 

serious ethical questions about fairness.” NW1 added, “If digital education isn’t accessible for all, we risk 

reinforcing existing social inequalities.” EC2 raised concerns about data protection, stating, “We must be mindful 

of protecting students’ data and privacy as we integrate more digital tools.” Lim1 emphasized the broader ethical 

implications, noting, “We must address privacy concerns and establish clear policies to protect learners’ digital 

rights.”  

 

Discussion 

 

The findings of this study revealed a complex interplay of structural, pedagogical, and socioculturalsociocultural 

factors that shape rural educators' experiences with generative AI-driven teaching strategies. Six key themes 
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emerged: inadequate digital infrastructure, limited access to devices, insufficient institutional support, substandard 

educator training, challenges related to language and cultural relevance, and concerns around equity and ethics. 

This discussion section grouped issues to align with the problems highlighted in the themes. 

 

Barriers to Digital Infrastructure in Rural Education 

 

One of the most persistent and structurally embedded barriers to equitable generative AI integration in education 

is the continued inadequacy of digital infrastructure and unreliable internet connectivity in rural provinces. 

Respondents across the four provinces consistently described broadband access in their schools as either unstable 

or absent, severely limiting the feasibility of digital learning. These accounts reaffirm longstanding critiques that 

infrastructure remains a legacy obstacle to technological equity in resource-constrained education systems 

(Shumba et al., 2025; Van Deursen & Van Dijk, 2019). The inequalities between urban and rural investment 

trajectories are unambiguous; urban centers continue to benefit from concentrated infrastructure development, 

while rural communities remain digitally marginalized. This exclusion is technical and deeply systemic, sustained 

by fragmented policy frameworks and sluggish implementation efforts. As Boerman et al. (2022) argue, the 

infrastructural gap is perpetuated by institutional inertia and the absence of coordinated public-private investment 

strategies. The frustration expressed by educators reflects a broader structural failure to prioritize digital equity, 

revealing a critical fault line in the pursuit of inclusive educational innovation. According to Nuryanti (2025), the 

insistent lack of digital infrastructure and unreliable internet connectivity in rural provinces can be openly linked 

to existing theories of technology adoption, educator agency, and rural education development by demonstrating 

how systemic infrastructural deficits constrain the ability of educators to incorporate generative AI expressively. 

According to Rogers' Diffusion of Innovations theory, technology adoption requires responsiveness, interest, and 

accessible and stable infrastructure. Which rural schools lack, impeding the initial and continued use of digital 

tools (Kim et al., 2025). Moreover, educator agency is weakened when digital access is unreliable or absent, where 

educator agency is the educators' capacity to make independent instructional decisions (Mouta et al., 2025). This 

would limit educators' potential professional autonomy and innovation, mainly in resource-inhibited rural 

situations with deficient support structures. Boillat et al. (2025) enlighten that rural education development 

theories explain how old urban-rural differences in investment and policy attention generate rooted disparities, 

both technical shortfalls and displays of broader socio-political downgrading. Hence, the infrastructural gap is a 

notable barrier to digital inclusion and rural educators' empowerment as change agents. This shows how disjointed 

policies and institutional disinterest prolong segregation and restrict impartial technological progress in education. 

 

Challenges of Access in Rural Digital Education 

 

Regarding poor access to devices and technology, respondents from the Eastern Cape and Limpopo highlighted 

this challenge. This reflects the broader structural reality of the first-level digital divide (FLDD), which Paskaleva 

(2025) defines as unequal access to physical and economic digital tools. King and Gonzales (2023) argue that 

obsolete or scarce school hardware restricts engagement and actively widens the digital divide. Economic hardship 

further compounds this divide, as families and institutions struggle to acquire and maintain appropriate 

technology. In response to such disparities, several African nations, such as Burundi, Congo, Ghana, Kenya, 
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Libya, Rwanda, Tanzania, and Uganda, have adopted initiatives like the one laptop per child (OLPC) program 

(Rwigema, 2020), a nonprofit effort aimed at transforming global education through low-cost, durable, and 

energy-efficient laptops. As Muthukrishna et al. (2025) explain, OLPC was designed to promote early digital 

literacy and empower children in developing regions. However, despite its ambitious goals, OLPC faced 

significant implementation challenges, including rapid hardware obsolescence, high maintenance costs, and 

inadequate technical support (Amiri, 2025). These limitations highlight the need for more sustainable, context-

sensitive strategies to bridge the FLDD and ensure that digital transformation in education does not remain a 

privilege of the urban elite but becomes a reality for all learners. Underprivileged access to technological devices 

in rural Eastern Cape and Limpopo echoes the first-level digital divide (Ghimire & Mokhtari, 2025). Ragnedda 

and Ruiu (2025) add that this restricts technology adoption and educator agency. The initiatives that emerged to 

empower learners apparently faced sustainability issues, which stressed the need for context-sensitive rural 

education strategies. 

 

Bridging the Digital Education Policy Gap 

 

Several respondents highlighted a disconnect between digital education policy frameworks and their practical 

implementation, describing policies as "existing only on paper." This disconnect resulted in poorly executed 

digital initiatives and inadequate resource allocation. Oteyi and Dede (2025) critically examined this gap, 

revealing that administrative capacities often lag the rapid pace of technological advancement, undermining digital 

transformation's effectiveness. The lack of stakeholder buy-in further compounds these challenges, impeding 

digital education's equitable distribution and adoption. Recent studies highlight that effective engagement of 

stakeholders in educational programs requires strategic approaches focused on knowledge acquisition and 

competitive advantage alignment (Al-Thani, 2025; Sadovska et al., 2024). Moreover, robust governance and 

visionary leadership are essential for navigating the complexities of digital integration. Uzorka et al. (2025) argue 

that educational leaders should be equipped to manage digital inequality, information overload, and pedagogical 

shifts while nurturing innovation and adaptability. Jing et al. (2025) reinforce this by emphasizing the need for 

leadership competencies that support strategic planning, policy implementation, and institutional transformation 

in the digital era. According to Bergsteedt and du Plessis (2025), the obstinate gap between digital education 

policies and practice reflects institutional theory's emphasis on decoupling. In this theory, formal policies exist 

without essential execution due to misaligned capacities and interests. Limited stakeholder engagement and weak 

governance intensify this gap by stressing the necessity of transformational leadership theory. According to 

Mohamad Rashid and Abdul Wahab (2024), the transformational leadership theory advocates for visionary, 

adaptive leaders who promote innovation, associate stakeholders, and drive effective digital integration within 

complexity. 

 

Associating Educator Training and Digital Transformation 

 

The narratives concerning substandard educator training and digital literacy expose a disconnect in the digital 

transformation of education, i.e., without sustained, context-sensitive professional development, change is 

unlikely to take root. Respondents consistently highlighted a gap in educators' digital competence that erodes 
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confidence and constrains the pedagogical use of available technologies. This concern was echoed across recent 

literature, highlighting that short-term interventions and one-off workshops are insufficient to promote meaningful 

instructional innovation. Domínguez-González et al. (2025) highlight that digital competence remains low among 

educators, particularly in secondary education, and that training programs often fail to align with educators' real-

world classroom needs. Gallego Joya et al. (2025) argue that effective digital integration demands a multifaceted 

approach combining technical and pedagogical training, institutional support, and continuous evaluation. 

Amemasor et al. (2025) support this by demonstrating that transformative professional development should be 

collaborative, hands-on, and sustained over time to shift educator attitudes and practices meaningfully. These 

studies highlight that digital reform in education will remain aspirational unless educators are empowered with 

technical professional skills to navigate the realities of generative AI. These findings underscore a critical theory 

of change in education technology (Mouza et al., 2022). According to this theory, sustainable digital 

transformation depends on constant, context-sensitive professional development. Drawing on sociocultural 

learning theory and situated cognition (Giles et al., 2025), effective digital integration involves technology use 

within reliable classroom practices. With no incessant collaborative training that aligns with lived experiences, 

low digital competence educators delay evocative academic innovation and the real-world application of 

generative AI. 

 

Multilingual Inclusion in Digital Education Strategy 

 

Despite the global surge in digital education, its design remains monolingual and monocultural, an oversight with 

reflective outcomes in linguistically diverse societies like South Africa. Respondents contend that the dominance 

of English in digital learning platforms embeds systemic exclusion, marginalizing learners whose identities and 

epistemologies are rooted in indigenous languages and cultural frameworks. This linguistic and cultural erasure 

weakens comprehension and isolates learners from the educational process itself. Vann et al. (2025) affirm that 

when digital content is anchored in local identities, it catalyzes deeper engagement and significantly improves 

learning outcomes. On the other hand, Emeklioğlu and Bayraktar Balkır (2025) call for a radical reimagined digital 

education policy that prioritizes localization and linguistic justice as foundational. According to Subandiyah et al. 

(2025), the findings stress that monolingual digital education perpetuates exclusion, aligning with Rogers' 

Diffusion of Innovations theory. In this theory, cultural relevance facilitates adoption. Educator agency is vital as 

educators should facilitate local content to encourage engagement. In rural education development frameworks, 

embedding indigenous languages promotes inclusivity and empowerment. Kerfoot (2024) echoes the call for 

policies selecting linguistic justice and localized digital learning. 

 

Dealing with Equity and Ethics in AI Education 

 

Concerns over widening digital divides, inequitable access, and student data privacy surfaced repeatedly, 

revealing deep systemic vulnerabilities in the integration of generative AI in education. Respondents voiced 

frustration over the exclusion of marginalized learners and the absence of enforceable policies to safeguard digital 

rights and privacy. These concerns highlight global anxieties surrounding the ethical deployment of generative 

AI, which Mukaffan and Siswanto (2025) frame as a critical risk factor for heightening existing educational 
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inequalities when digital systems are not inclusively designed. The findings highlight a critical need for 

recalibrating digital education strategies where technological innovations are balanced with principles of social 

justice and inclusion (Amiri, 2025). Buchanan et al. (2022) and Eynon and Malmberg (2021) argue that 

educational technologies must serve as equality instruments, not exclusion. Moreover, without intentional design 

and policy safeguards, generative AI-enhanced education risks entrenching disparities rather than dismantling 

them. Thus, the ethical architecture of digital education should prioritize the protection of vulnerable populations, 

ensure equitable access, and uphold the digital rights of all learners in an increasingly digitalized world. The 

findings align with technology adoption theories emphasizing contextual and equity reflections, highlighting how 

educator agency and inclusive policy mitigate digital divides in rural education development. Tanksley et al. 

(2025) warn that without deliberate, justice-centered designs and empowered educators, generative AI risks would 

reinforce exclusion and not enable equitable learning opportunities. 

 

Implications for Policy and Practice 

 

This study highlights the need for transformative policy frameworks beyond top-down mandates. Policies should 

institutionalize the co-creation of digital content with active input from local educators and communities to 

enhance cultural and linguistic relevance. Continuous professional development should be embedded within 

policy, tailored to the unique challenges of rural education systems. Strategic investment in digital infrastructure 

supported by public and private partnerships should be prioritized to bridge the urban and rural digital divide. 

Moreover, robust digital equity policies are essential to guarantee fair access, promote inclusion, and safeguard 

student data and privacy. Subsidization models for device access and mechanisms for ongoing technical support 

and maintenance should be considered to ensure long-term sustainability.  

 

Additionally, practitioners must adopt a collaborative and context-aware approach to implementing digital 

education. Infrastructure deployment should be sensitive to rural schools' logistical and sociocultural realities. 

Educational institutions and districts should establish and sustain partnerships to facilitate the delivery, 

maintenance, and renewal of digital devices for educators and learners. Inclusive practices and ethical protocols 

should guide the distribution of generative AI and digital tools, ensuring they address the needs of marginalized 

groups while protecting digital rights and privacy. The co-development of digital learning content should be led 

by local educators and community members, integrating indigenous languages and cultural knowledge to 

encourage learner engagement and achievement. Finally, ongoing educator training programs could combine 

digital literacy with curriculum-aligned technology integration and responsive support systems to build 

pedagogical confidence and competence. 

 

Conclusion  

 

This study identified the multifaceted challenges impeding the equitable and effective integration of generative 

AI in education, in multilingual and multicultural contexts such as South Africa. The findings revealed systemic 

gaps in digital literacy among educators, a persistent disconnect between policy and practice, and a critical lack 

of localized content that resonates with learners' linguistic and cultural identities. These barriers are not merely 
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operational; they are structural, rooted in governance, leadership, and the undervaluing of sustained professional 

development of educators. The evidence suggests that digital transformation in education cannot be achieved 

through fragmented interventions or symbolic policy gestures. Instead, it demands a shift that centres educators 

as digital change agents in education, embeds cultural relevance into content design, and aligns strategic policy 

with grassroots implementation. Future research should interrogate the mechanisms of stakeholder buy-in, explore 

scalable models of educator training, and evaluate the long-term impact of culturally responsive digital 

pedagogies. Without such reformations, the promise of generative AI in education will remain aspirational rather 

than transformative. 

 

Recommendations 

 

To overcome the entrenched challenges facing generative AI in education in rural South Africa, a coordinated and 

sustained effort from all stakeholders, including government bodies, private sector actors, educational institutions, 

and local communities, is imperative. Strategic collaboration should be underpinned by evidence-informed 

policymaking and the deployment of technologies sensitive to local contexts. Generative AI-driven educational 

innovations should be leveraged not to widen existing divides, but to actively close them. This situation requires 

continuous investment in digital infrastructure, comprehensive and ongoing educator professional development, 

inclusive and culturally relevant content creation, and the establishment of robust ethical frameworks. These 

elements should be integrated into a cohesive strategy that prioritizes equity, sustainability, and community 

empowerment at every stage of digital transformation. 
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